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Abstract— Mismatches between the precisions of representing
the disparity, depth value and rendering position in 3D video
systems cause redundancies in depth map representations. In this
paper, we propose a highly efficient multiview depth coding
scheme based on Depth Histogram Projection (DHP) and Allow-
able Depth Distortion (ADD) in view synthesis. Firstly, DHP
exploits the sparse representation of depth maps generated from
stereo matching to reduce the residual error from INTER and
INTRA predictions in depth coding. We provide a mathematical
foundation for DHP-based lossless depth coding by theoretically
analyzing its rate-distortion cost. Then, due to the mismatch
between depth value and rendering position, there is a many-
to-one mapping relationship between them in view synthesis,
which induces the ADD model. Based on this ADD model
and DHP, depth coding with lossless view synthesis quality
is proposed to further improve the compression performance
of depth coding while maintaining the same synthesized video
quality. Experimental results reveal that the proposed DHP based
depth coding can achieve an average bit rate saving of 20.66%
to 19.52% for lossless coding on Multiview High Efficiency
Video Coding (MV-HEVC) with different groups of pictures.
In addition, our depth coding based on DHP and ADD achieves
an average depth bit rate reduction of 46.69%, 34.12% and
28.68% for lossless view synthesis quality when the rendering
precision varies from integer, half to quarter pixels, respec-
tively. We obtain similar gains for lossless depth coding on the
3D-HEVC, HEVC Intra coding and JPEG2000 platforms.
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I. INTRODUCTION

THREE Dimensional (3D) video [1] and 3D immersive
telepresence are able to provide immersive 3D visual

perception and seamlessly 3D arbitrary virtual view rendering.
The 3D video has a large potential market and plays an impor-
tant role in many areas of human life, such as immersive 3D
communication, Virtual Reality (VR) and Augmented Reality
(AR), 3D-TV, manufacturing, entertainment, and robotics.
Alongside multiview color/texture videos, multiview depth
maps are one of the most important components in 3D video
representation. The multiview depth maps provide the geomet-
rical information of a 3D scene, which enable 3D interactive
functionalities and arbitrary virtual view rendering via Depth
Image Based Rendering (DIBR) [2]. Depth information is
also one of the key components in dynamic Video based
Point Cloud Compression (V-PCC) that enables advanced
immersive VR and AR applications, such as six Degree-of-
Freedom (6DoF) VR. However, because the volume of the
3D visual data is hundreds or even thousands times of that
of the conventional 2D videos, high efficiency compression is
desired for 3D video transmission and storage.

In July 2012, Joint Collaborative Team on 3D Video Coding
Extension Development (JCT-3V) was established by experts
from Moving Picture Expert Group (MPEG) and Video Cod-
ing Expert Group (VCEG) to develop and standardize 3D
Video Coding (3DVC) algorithms. Two extensions of High
Efficiency Video Coding (HEVC) [3] were developed, i.e., 3D-
HEVC and Multiview HEVC (MV-HEVC) [1], to compress
multiview video plus depth. The depth information was for-
matted as the luminance component in color video and then
encoded. However, compared with traditional color/texture
video, depth map represents the geometrical information of
a video object and has unique characteristics, such as sharper
contours and smoother contents [4]. In addition, the depth map
is used for view synthesis instead of being watched. Thus,
the conventional video encoder developed for natural color
video may not be the optimal solution for depth coding. Highly
efficient depth coding algorithms and tools are desired.

A. Related Works

A number of advanced coding tools have been pro-
posed [5]–[9] for coding depth maps in 3DVC. For example,
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Depth Modeling Modes (DMMs) [5], [6] that exploit the sharp
depth edge characteristics were proposed to preserve the depth
edges. A depth lookup table [7], [8] was proposed to exploit
the property that in Intra prediction only a small number of
depth levels may be presented due to strong quantization.
Segment-wise depth coding [9] and Depth Wedge and Contour
(DWC) for Intra modes [4], [10] were proposed to exploit the
property that depth maps contain many smooth areas with
similar sample values. The texture characteristics of depth
maps, which are quite different from those of color images,
can be exploited to improve the coding efficiency [10], [11].

To further improve the coding efficiency, a number of depth
coding algorithms [12]–[20] were proposed by further exploit-
ing depth map properties. Peng et al. [12] proposed spatial
and temporal enhancement filters for the depth discontinuous
regions, depth edge regions, and motion regions, which reduce
the prediction residual error and coding complexity in mode
decision. Since the depth edge is of greater importance, Shahri-
yar et al. [13] proposed a mono-view depth encoder, which
preserves edges implicitly by limiting quantization to the
spatial-domain. At the same time, the frame-level clustering
tendency was exploited with a binary tree based decomposition
to achieve higher efficiency in arithmetic coding. This scheme
achieves lower bitrate at lossless to near-lossless quality range
for mono-view coding. Georgiev et al. [14] proposed a down-
sampling based depth coding scheme, where the misalign-
ments of depth edges are preserved and refined with the help
of super-pixel segmentation of the color video. To improve the
depth coding efficiency, asymmetric depth coding algorithms
[15], [16] were proposed by encoding some of the depth
views with reduced resolution and then reconstructing the
depth map to the original resolution at the client side with
up-sampling. To improve the quality of distorted multiview
depth maps in asymmetric coding, residual learning frame-
work [15], Convolutional Neural Network (CNN) based up-
sampling [16] and cross-view multi-lateral filter [17] were
proposed to enhance the up-sampling quality of depth maps,
where the correlations among viewpoints and between color
and depth channels were exploited. Stankiewicz et al. [18]
proposed 3D depth coding algorithms using Nonlinear Depth
Representation (NDR), where a power law transformation
and a piece-wise function were used to nonlinearly remap
the depth information according to its relative importance.
For example, closer objects were given a higher dynamic
range. Furthermore, fast coding algorithms were proposed
to reduce the depth coding complexity by exploiting the
depth coding statistics [19], smooth property [11], grayscale
similarity and inter-view correlation [20]. The coding objective
of these schemes aims at improving the depth map quality.
However, since the depth maps are mainly used for virtual
view rendering via DIBR rather than being viewed directly,
the quality of the rendered view should be considered.

A number of works [21]–[33] have been devoted to improv-
ing the view synthesis image quality while encoding the
multiview depth maps. Since depth distortion has different
impacts on the view synthesis distortion according to the tex-
ture of corresponding color videos, Zhang et al. [21] proposed
regional View Synthesis Distortion (VSD) prediction models

for different regions in a depth map. Then, regional bit alloca-
tion [21] and sparse representation based depth map super-
resolution [22] were proposed to improve the synthesized
image quality with the regional VSD model, which exploited
the relative importance of depth regions. Lei et al. [23]
proposed rate control models for depth map coding based on
the different depth distortion’s regional impacts on virtual view
rendering. Gao et al. [24] proposed an efficient rate distortion
optimization scheme to minimize the view synthesis distortion,
in which the texture and depth modes were jointly determined.
Jin et al. [25] presented a depth bin based graphical model,
where the process of view synthesis was formulated at depth
bin level, such that fast VSD estimation could be performed.
Different VSD prediction models [26]–[30] were proposed to
improve the prediction accuracy of the VSD, which can be
used as the objective in depth coding optimization. In addition,
View Synthesis Optimization (VSO) [31] was proposed to
search for the best matching mode and block by calculating
the synthesized view distortion change subject to a given bit
rate constraint. This approach is more accurate than the VSD
prediction models but has higher computational complexity.
These schemes aim to improve the quality of synthesized
image in terms of Peak Signal-to-Noise Ratio (PSNR), which
does not truly reflect human perceived quality.

To handle this problem, 3D Synthesized View Image Quality
Metric (3DSwIM) [32] was proposed to measure the perceived
quality of the synthesized image and a depth coding algorithm
was proposed to improve the 3DSwIM value via preserving
the depth edges. Furthermore, since the synthesized videos
have annoying flicker due to temporal inconsistency of depth
maps, video quality assessment models were proposed in [34]
and [35]. Then, depth coding optimization [33] was applied
to reduce the flickering artifacts in the synthesized video and
improve the perceptual video quality. These works [21]–[33]
are lossy depth coding algorithms aiming at minimizing the
distortion in rendered views at a given bit rate.

To maintain high depth map quality, lossless and near-
lossless depth coding are desired in some specific applications,
such as point cloud processing, 3D reproduction, 3D modeling
and editing, measuring, medicine and remote control. JPEG-
LS [36], JPEG2000 [37], JPEG-XR [38], and HEVC [1],
which support lossless encoding for natural color image/video,
can be used to encode the depth information while regarding
the depth map as the luminance component of color video.
However, they might not be optimal since the depth char-
acteristics were not considered. Since the depth maps are
smooth and have less texture than the natural color images,
Kim et al. [39] proposed a bit-plane-based lossless depth-map
coding method, where the depth map was decomposed as a
number of simple bit planes and then encoded independently
from the most significant bit to the least significant bit.
The method achieved significant coding gain as compared to
H.264/AVC with Context-based Adaptive Binary Arithmetic
Coding (CABAC) for Intra and Inter coding. Heo et al. [40]
improved CABAC coding for lossless depth map coding based
on the statistics of the depth residual, and a bit rate reduction
of about 4% was achieved. Shahriyar et al. [41] proposed a
binary tree based lossless depth coding scheme that arranged
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the residual frame into an integer or binary residual bitmap.
High spatial correlation in depth residual frames was exploited
by creating large homogeneous blocks with adaptive size,
which were then coded as a unit using context based arithmetic
coding. These are lossless coding optimizations for depth
map, whose coding performances were measured with the
conventional depth map quality and bit rate. However, view
synthesis distortion must be considered in the depth coding
which targets rendering.

Due to the mismatch between the number of depth levels
and disparity levels, not every depth distortion causes the
geometrical distortion in view synthesis. Thus, Zhao et al. [42]
proposed a Depth No-Synthesis-Error (D-NOSE) model to
examine the depth distortions in view synthesis without intro-
ducing any geometrical changes. Zhang et al. [43] proposed
an Allowable Depth Distortion (ADD) model for depth map
coding, which modelled the relationship between depth distor-
tion and rendering position error as a many-to-one mapping
function. Then, the ADD model [43] was applied to the
Rate-Distortion Optimization (RDO) in mode decision, bit
allocation and Intra coding [44] in lossy depth coding for
further bit reduction. Gao et al. [45] further exploited ADD for
occlusion-inducing depth pixels in view synthesis, which was
applied to depth coding for higher compression ratio. These
D-NOSE and ADD models were proposed for lossy coding
and might result in lossy or lossless view synthesis quality.

B. Contributions and Organizations of This Work

3D video systems do not display the depth map directly
but use it to synthesize virtual views. Therefore, the ultimate
aim of depth coding is to minimize the bit rate of the depth
information without affecting the quality of the synthesized
views. This can be achieved with lossless coding of the depth
maps but also with lossy depth coding provided the quality of
the synthesized video is not affected.

In this paper, we find that the histogram of the depth
map is very sparse and redundant in representation. Thus,
we propose a highly efficient depth coding scheme based on
Depth Histogram Projection (DHP) and ADD model. Our main
contributions are as follows:

1) We propose a framework of DHP based lossless depth
coding that significantly improves the coding efficiency.

2) We theoretically analyze the cost and gain of DHP-
based depth coding, providing a mathematical founda-
tion for DHP-based lossless depth coding.

3) We propose a depth coding method by combining DHP
and ADD, which further improves the depth coding effi-
ciency without affecting the quality of the synthesized
views.

The remainder of this paper is organized as follows. Section II
analyzes the redundancies in depth and presents the proposed
depth coding framework. Section III proposes DHP for lossless
depth coding and Section IV presents the DHP and ADD
model-based depth coding for lossless view synthesis quality.
Section V analyzes DHP’s key factors and presents the syntax
of encoding overhead coefficients from DHP. Experimental
results and analysis are presented in Section VI. Finally,
Section VII draws the conclusions.

Fig. 1. Mapping relationships among physical depth, disparity, depth value
and rendering offset.

II. DEPTH REDUNDANCY ANALYSIS AND THE PROPOSED

MULTIVIEW DEPTH CODING FRAMEWORK

A. Analysis on Depth Map Redundancies

A color image represents a 2D scene of the 3D world,
while a depth map represents the distance between the visual
scene and the camera. The depth map is used as geometrical
information for virtual view synthesis in 3D video systems.
There are three main methods to generate depth maps. The first
one is based on range imaging camera, which uses the Time-
of-Flight (TOF) principle to measure the distance between
the camera and each point of an object. While such depth
cameras are accurate, they are very expensive and have limited
capturing resolution (about 320 × 240). The second method is
generating the depth map from 3D models via 3D animation
or computer graphics, where depth maps with high quality and
large resolution can be generated. However, they are animated
videos and it is very challenging to generate depth maps
for natural and realistic scenes. The third, and also the most
commonly used method, is to use stereo-matching from two
or more views. Although the stereo-matching method is not as
accurate as the other two methods, it is less expensive, more
practical and can generate depth maps with high resolution for
natural scenes.

In generating the depth map via stereo-matching, continuous
physical depth is converted to pixel-wise disparity and then
gray level depth value. However, there are fidelity mismatches
among physical depth, disparity and depth value, as shown in
Fig.1. Based on the stereo-matching algorithm for the parallel
camera system, the physical depth of pixels at location (x, y),
z(x, y), is calculated as

z (x, y) = f b

dm,x (x, y)
, (1)

where dm,x(x, y) is the physical parallax between the CCD
image planes of the two cameras, f is the focal length of
the cameras, and b is the baseline distance between the two
cameras. While capturing the multiview videos, there is a
mapping between physical parallax and pixel-wise disparity,
which is

dm,x (x, y) = r · dp,x (x, y) , (2)

where dp,x(x, y) represents the pixel-wise disparity of 3D
points imaged on the two cameras, and r represents the actual
physical distance per pixel, which can be non-linear in case
of non-linear depth mapping and quantization.

For the depth map in MPEG-3DV, a non-linear quantization
is adopted to convert the physical depth z to an n-bit depth
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Fig. 2. Example of Dmin and Dmax in the Balloons sequence.

value v in [0, 2n − 1] as [2]

v = Q (z) =
⌊

2n z f ar

z

znear

z f ar − znear
+ 0.5

⌋
, (3)

where “��” is the floor operation, and znear and z f ar are the
distances from the camera to the nearest and furthest depth
planes of a scene, respectively. znear and z f ar are

⎧⎪⎨
⎪⎩

znear = b

Dmax
· f

r

z f ar = b

Dmin
· f

r
,

(4)

where Dmax and Dmin are the maximum and minimum
disparities of the 3D scene, i.e., max(dp,x(x, y)) and
min(dp,x(x, y)). If we substitute the right-hand side of Eq. (1)
for z in Eq. (3), we get the depth value at (x, y), v(x, y), from
the disparity dp,x(x, y) as

v (x, y)= Q (z)=
⌊

2n z f ar

f b
r · dp,x (x, y)

znear

z f ar − znear
+0.5

⌋
.

(5)

The depth value v usually ranges from 0 to 2n − 1, that is,
from 0 to 255 (i.e., 256 levels) when n is 8. However, due
to the rounding operation, the pixel-wise disparity dp,x(x, y)
is an integer in the range [Dmin , Dmax ], which is usually
very limited as compared with the continuous physical depth
and gray level depth value, as shown in Fig.1. In addition,
Fig.2 shows an example of Dmin and Dmax for the Balloons
sequence. We observe that Dmin is about 20 in the background
while Dmax is about 70 in the foreground. There are about
50 levels from Dmin to Dmax at integer precision, which
correspond to 256 levels for depth value v. So, there is a big
mismatch between the number of levels in disparity dp,x and
the number of scales in the depth value v, leading to depth
representation redundancies to be exploited.

Compared with the color image, the depth map is usually
smoother and has less texture [9], [33]. Fig.3 shows the
histogram of color and depth for the Balloons and Newspapers
sequences. For better visualization, the pseudo-color in the jet
color map has been used to represent the grayscale version of
the depth map. We observe that the histogram of color is dense

Fig. 3. Histogram maps of the color images and depth maps. (a) (e) Color
image, (b) (f) Histogram map of color image, (c) (g) Depth map, (d)(h)
Histogram map of depth map, (a)-(d) Balloons, (e)-(h) Newspapers.

and with continuous-tone from 0 to 255. However, the depth
map is much smoother and its histogram is much sparser since
many bins are empty. Also, in the depth histogram, only a very
small number of bins show non-zero probabilities, which are
much larger (about ten times) than those in the color image
histogram.

In 3D video systems, the generated or captured multiview
depth maps are treated as the luminance component and then
encoded with the encoder. Then, these depth bit-streams are
transmitted to the client and decoded for view synthesis.
The depth map with sparse histogram will likely cause large
residual errors from the Intra and Inter predictions in video
coding. This leads to large coefficients after transform and
quantization, which requires more encoding bits. To address
this problem, we propose a depth map histogram projection to
improve the depth coding efficiency.

B. Framework of the Proposed Depth Coding System

Due to the sparse representation and view synthesis redun-
dancies in depth maps, we propose DHP to exploit the
representation redundancies and use the ADD model to jointly
exploit view synthesis redundancies, which are able to effec-
tively improve lossless depth coding efficiency. Fig.4 shows
the framework of the proposed DHP-based lossless 3D video
coding system. The encoder side includes the DHP module,
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Fig. 4. Framework of the proposed DHP-based 3D video system.

view synthesis distortion model, lossless depth encoder and
coefficient encoder. The DHP module analyzes the depth map
sequence, re-projects the histogram of the depth map, and
outputs the array M of coefficients that characterizes the
histogram projection of depth maps. The coefficients in M are
encoded by a lossless encoder and the depth maps are encoded
by the lossless video encoder. Finally, the bit-stream of coded
depth and coefficients M are multiplexed and transmitted to
the client with the bit-stream of associated coded color videos.

The 3D video encoder consists of a multiview color video
encoder and a multiview depth encoder. In this work, we only
optimize the multiview depth encoder by exploiting represen-
tation redundancies with DHP and view synthesis redundan-
cies with the ADD model. The multiview color video encoder
is not modified. Key modules of the proposed depth encoder
will be presented in detail in Sections III to V.

At the client side, the proposed depth decoder includes
a depth decoder, a coefficient decoder and an inverse depth
projection. The depth maps and coefficients are decoded and
reconstructed from the transmitted bit-streams, which are
then used to reconstruct the final depth map by the inverse
projection. Finally, the decoded multiview color videos from
conventional color video decoder and the reconstructed depth
maps are input to the DIBR module [2] for synthesizing the
intermediate virtual view images required by the users.

III. PROPOSED DHP FOR LOSSLESS DEPTH CODING

A. Proposed DHP for Depth Coding

Let X be the input depth maps, H(X) be the histogram of
X, Y be the output depth maps obtained after applying the his-
togram projection on H(X), and H(Y) be the histogram of Y.
So, the forward and inverse DHP processes are implemented

Fig. 5. Example of the depth histogram projection.

as ⎧⎪⎪⎪⎨
⎪⎪⎪⎩

H (Y) = H (X) ⊗ M
= {

yi |yi = LU TF W D (xi ) , i ∈ [0, 2n − 1]}
H (X) = H (Y) ⊕ M

= {
xi |xi = LU TI N V (yi ) , i ∈ [0, 2n − 1]} ,

(6)

where M is an array of coefficients characterizing the his-
togram projection, ⊗ and ⊕ are the forward and inverse
histogram projections, respectively. In fact, Eq.(6) is a pro-
jection function for the DHP, which can be implemented
as look-up table LUTF W D() and LUTI N V (). The array M
is generated while transforming H(X) to H(Y), which is
denoted as M:H(X)→ H(Y). The forward and inverse DHP
for the depth histograms are reversible, which are denoted as

H (X)
⊗M⇒ H (Y)

⊕M⇒ H (X). The forward and inverse DHP for
depth maps are lossless, which are denoted as X

⊗M⇒ Y
⊕M⇒ X.

However, compression distortion may be introduced in lossy
depth coding. Let X̃ and Ỹ be the reconstructed images from
compressed X and Y, which have quantization errors. The

original depth coding is X
Enc⇒ X̃ and the coding distortion

caused by the quantization is DE NC =
∥∥∥X̃ − X

∥∥∥. In the
proposed framework, the depth maps in the depth coding

process are changed as X ⊗M⇒ Y Enc⇒ Ỹ ⊕M⇒ Z and the distortion
is DN = ||Z-X||. For lossless coding, DN is zero since Y = Ỹ
and Z = X.

The optimal solution M for lossy or lossless depth coding
can be found via solving the optimization problem

M∗ = arg
M

min [D + λ (Rb + RO )] , (7)

where D is the depth distortion or view synthesis distor-
tion caused by the mismatch between Z and X. Usually,
D = DN for conventional depth coding and D = f (DN )
for synthesized quality oriented depth coding, where f () is a
view synthesis quality mapping function [21], [26], [27]. Rb

is the bit rate from coding the transformed residual, motion
vectors and block types, etc. RO is the overhead bit rate used
to encode the array M. For lossless coding, DN is zero and
Eq.(7) aims to find an optimal M that minimizes the overall
bit rate Rb + RO .

Since solving Eq.(7) is computationally expensive and
requires involving the re-encoding process many times,
we focus on one important special case in this paper.
Fig. 5 shows an example of DHP, where the left and right
histograms are H(X) and the middle one is H(Y). The hori-
zontal and vertical axes indicate the depth value and the ratios
of the depth values, respectively. The yellow area represents
non-empty bins, while the blue area represents empty bins.
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All empty bins are removed and non-empty bins are shifted
to the left. Their original positions are recorded in the array
of coefficients MS for forward and inverse DHP, which is a
special case of M. This DHP is reversible and lossless. The i th

row of MS, denoted by MS[i ], is a 1D array of coefficients for
projecting the histogram of all depth frames in the i th Group-
of-Picture (GOP), which is presented as

MS[i ] = [
sinit (i) ai,1 bi,1 · · · ai,mi bi,mi

]
, (8)

where sinit (i) is an integer indicating the first non-empty
bin in the depth histogram of the i th GOP, ai, j and bi, j are
the number of continuously non-empty bins or continuously
empty bins in mth

i clustered bins and i th GOP, j ∈ [1, mi ],
mi is the number of clusters of the continuously non-empty
bins in H(X). In fact, mi depends on image content and
may be different from m j when i 
= j . MS is a 2D array
that consists of a number of 1D array MS[i ], i.e., MS =
{MS[i ]|i ∈ [1, l]}, where l is the number of GOPs in a depth
sequence. Fig. 5 shows an example of the histogram projection
for the i th GOP, where the depth value ranges from 0 to 24.
The i th row of array MS, i.e., MS[i ], can be written as [2, 4,
4, 3, 6, 6, 0], where sinit (i) = 2, ai,1 = 4, bi,1 = 4, ai,2 = 3,
bi,2 = 6, ai,3 = 6, bi,3 = 0, mi = 3.

Let k denote the ratio of the range of non-empty bins in
H(X) to its average number of non-empty bins, which is

k = 1

l

l∑
i=1

mi∑
j=1

(
ai, j + bi, j

) − bi,mi

mi∑
j=1

ai, j

= 1

l

l∑
i=1

2n − sinit (i) − bi,mi
mi∑
j=1

ai, j

, (9)

where n is the bit-depth of the depth map, e.g., 8-bit per
channel, l is the number of GOPs. The histogram becomes
denser after applying DHP, and k indicates the representation
redundancy in the histogram, usually k ≥ 1. k = 1 means
the bins in histogram are continuous, i.e., bi, j is 0 when
i ∈ [1, l], j ∈ [1, mi ], and the density of the histogram is
the same as the original one. Take the histogram in Fig. 5 as
an example. The number of bins is 25, and k is calculated as
(4+4)+(3+6)+(6+0)−0

4+3+6 = 23
13 or 25−2−0

4+3+6 = 23
13 .

B. Cost and Gain Analysis for DHP Based Depth Coding

In this subsection, we theoretically analyze the cost and gain
from DHP when it is applied to depth coding.

1) Bit Rate Gain Analysis: Let U be a random variable
representing the quantizer input. Suppose U is mapped to a
discrete-valued random variable V . The minimum entropy of
V , denoted by Hmin , can be expressed as [46]

Hmin = H0 − log Q, (10)

where Q is the quantization step and H0 is the entropy of U .
Let fU (u) be the probability density function of the random
variable U . Generally, the DC and AC coefficients from
Inter and Intra predictions are approximately uncorrelated and

Laplace distributed with variance σ 2 [47], i.e., fU (u) =
1
β e

−|u|/β, β = σ
/√

2. Thus, H0 can be calculated as [47]

H0 = −
∫ +∞

−∞
fU (u) log fU (u) du = log

√
2eσ. (11)

Therefore, the minimum entropy Hmin after quantization, i.e.,
the bit rate R, can be expressed as

Hmin = R = log

√
2eσ

Q
. (12)

In video coding, the variance of the residual error can be
calculated as

σ 2 = 1

N

∑(
ri − 1

N

∑
ri

)2

= E
(

r2
)

− E (r)2 , (13)

where ri = Xi − X̂i , N is the number of pixels, E() is the
expectation operator, which can be regarded as an average
according to the Law of Large Number (LLN). Here, Xi is an
original depth value and X̂i is the predicted depth value with
Intra or Inter prediction at the same position i in a depth map.
So, Eq.(12) gives the bit rate of encoding depth maps with the
conventional encoder.

For the depth map processed by forward DHP with array
MS, as shown in Fig.5 and Eq. (8), the depth value Xi of the
original depth map X is changed to Yi in Y, which can be
mathematically expressed as

Yi = 1

k
(Xi − sinit ) + εi , (14)

where Xi and Yi are seen as random variables to facilitate
the statistical analysis, k is the scaling factor, εi is a random
error with zero mean and independent of Xi , and sinit is
a starting value. In predicting Yi , the depth values of the
spatial-temporal neighboring pixels are linearly combined to

generate its prediction Ŷi . That is Ŷi = 1
mi

mi∑
j=1

ωi, j Yi, j , where

Yi, j is a spatial or temporal neighboring pixel of Yi used
in the prediction, mi is the number of pixels used in the
prediction for pixel i , and ωi, j is a weighting factor that

satisfies 1
mi

mi∑
j=1

ωi, j = 1. So, one can easily show that the

predicted depth value Ŷi also satisfies

Ŷi = 1

k

(
X̂i − sinit

)
+ ςi , (15)

where ςi is an error factor satisfying ςi = 1
mi

∑
j

ωi, j εi, j , and

εi, j is the error factor of Yi, j . It means ςi and εi have zero
mean and are dependent. Thus, E(ε) = 0, E(ζ ) = 0, and
E2(ε − ζ ) = 0 based on the LLN.

The variance σ 2
N after DHP is defined as

σ 2
N = 1

N

∑
(qi − q̄)2 = 1

N

∑
q2

i − q̄2, (16)
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where qi = Yi − Ŷi = 1
k

(
Xi − X̂i

)
+ εi − ςi , q̄ = 1

N

∑
qi .

Thus

1

N

∑
q2

i = 1

N

∑ (
1

k

(
Xi − X̂i

)
+ εi − ςi

)2

= 1

k2 N

∑ (
Xi − X̂i

)2 + 2

k N

∑(
Xi − X̂i

)

× (εi − ςi ) + 1

N

∑
(εi − ςi )

2

= 1

k2 E
(

r2
)

+ 2
1

k
E (r (ε − ς))

+ E2 (ε − ς)
L L N= 1

k2 E
(

r2
)

, (17)

and

q̄ = 1

N

∑
qi = 1

k N

∑(
Xi − X̂i

)
+ E (ε) − E (ς)

= 1

k
r̄ + E (ε) − E (ς)

L N N= 1

k
r̄ . (18)

Substituting Eq.(13), Eq.(17) and Eq.(18) into Eq.(16),

σ 2
N = E

(
r2

) − E2 (r)

k2 = σ 2

k2 . (19)

The depth bit rate after DHP, RN , can be calculated by
replacing σ 2 in Eq.(12) with σ 2

N , and then applying Eq.(19)
to RN , which gives

RN = log

√
2eσN

Q
= R − log k. (20)

Eq.(20) shows that the bit rate RN of the proposed scheme
is equal to the original R when k is 1. Moreover, the bit rate
saving R − RN is achieved when k > 1 and it increases as k
increases.

2) Distortion Analysis for Depth Coding: While the depth
maps are encoded by the conventional depth encoder, the
distortion DE NC between the original and reconstructed depth

maps X Enc⇒ X̃ is DE NC =
∥∥∥X − X̃

∥∥∥. In particular, the Mean

Squared Error (MSE) between X and X̃ can be calculated as

M SEE NC = 1

N

∑(
Xi − X̃i

)2
, (21)

where Xi is the depth value of the original depth map X and X̃i

is the depth value of the reconstructed depth map X̃ after lossy
coding, i is an index of depth pixel and N is the total number
of pixels. This distortion MSEE NC is caused by quantization,
which is zero in lossless coding and becomes larger as the
quantization parameter increases in lossy coding.

While encoding the re-projected depth map, the process

is X
⊗M⇒ Y

Enc⇒ Ỹ
⊕M⇒ Z, where Y is the depth map after DHP

from X, Ỹ is the reconstructed depth map from encoding Y,
and Z is converted from Ỹ with inverse DHP with one array
MS. The new distortion between the original and reconstructed
depth maps is DN = ‖Z − X‖, whose MSEN can be expressed
as

M SEN = 1

N

∑
(Xi − Zi )

2, (22)

Fig. 6. Distortion cost in lossy depth coding based on the DHP.

where Zi is the depth value of the reconstructed depth map Z.
The encoding distortion MSEN,E NC between Y and Ỹ can be
expressed as

M SEN,E NC = 1

N

∑ (
Yi − Ỹi

)2
, (23)

where Yi and Ỹi are depth values in Y and Ỹ, respectively.
Thus, similar to Eq.(14), Yi and Ỹi can be expressed as⎧⎪⎨

⎪⎩
Yi = 1

k
(Xi − sinit ) + εi

Ỹi = 1

k
(Zi − sinit ) + εi .

(24)

Applying Eq.(24) and Eq.(22) to Eq.(23), we obtain

M SEN,E NC = 1

k2

1

N

∑
(Xi − Zi )

2 = 1

k2 M SEN . (25)

Suppose we have the same quantization step and distortion in
encoding the original depth map X and the projected depth
map Y, i.e., M SEN,E NC = M SEE NC . Then, we get

M SEN = k2 × M SEE NC , (26)

which means the quantization distortion in terms of MSE
in encoding the depth map X will be increased k2 times if
processed with DHP. Although DHP followed by inverse DHP
is lossless, the depth encoding distortion for lossy coding is
introduced after the DHP, which will then be enlarged by the
inverse DHP.

Fig.6 shows an example of the additional distortion cost
caused by DHP in lossy depth coding. We observe that the
lossy coding may introduce some distortions to the image
and histogram map. However, if the histogram projection is
activated, the depth distortion will be increased in the inverse
projection, such as the red bar in the bottom subfigure in Fig.6,
which is k2 times the coding distortion MSEE NC , as indicated
in Eq. (26). For lossy coding, the compression distortion will
be increased k2 times on average with DHP.

3) Theoretical Rate-Distortion Cost Analyses for the DHP
Based Depth Coding: The objective of depth coding is to min-
imize the distortion subject to a given bit rate. The distortion
refers to the depth distortion or the view synthesis distortion
in 3DVC [33], [43]. Therefore, the RD cost can be expressed
as

J = f (D) + λR, (27)
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where R is the coding bit rate, λ is a Lagrange multiplier, D is
depth distortion, and f (D) is the synthesized distortion. Since
the view synthesis distortion can be approximately modelled
as a linear function of the depth distortion D [33], f () is a
linear mapping, i.e., f (D) = χ D, where the parameter χ is
1 for depth distortion and an arbitrary real number for view
synthesis distortion. Similarly, the RD cost for the DHP based
depth coding is

JN = f (DN ) + λRN , (28)

where DN and RN indicate the distortion and bit rate of
coding the histogram re-projected depth maps, respectively.
In addition, if DHP can improve the depth coding efficiency,
the new RD cost JN will be smaller than J , i.e., JN − J ≤ 0.
Applying Eq.(20) and Eq.(26) to Eq.(28), this requirement can
be written as

JN − J = k2 f (D) + λ (R − log k) − f (D) − λR

=
(

k2 − 1
)

f (D) − λ log k ≤ 0, (29)

where k is a real number defined in Eq.(9) and it is greater
than or equal to 1, and distortion D is measured with MSE.
We distinguish the following three cases satisfying Eq.(29):

1) When k = 1, the equality is achieved, i.e., JN − J = 0.
In this case, DHP is inactivated and the depth coding
performance is the same as that of the original depth
encoder.

2) When f (D) = 0, inequality Eq.(29) is satisfied since
JN − J = 0 − λlogk ≤ 0 when k ≥ 1. Here,
f (D) = 0 means the depth distortion or the view
synthesis distortion is zero, i.e., the depth coding is
lossless or view synthesis quality lossless. So, in this
case, the depth coding performance using the DHP can
be improved when k is larger than 1.

3) There are some other possible conditional solutions that
may satisfy this inequality. For example, the inequality
may be satisfied when λ is sufficiently large by using
a large quantization. Or in the view synthesis oriented
depth coding, the inequality may be satisfied when
χ in f (D) is small enough, which means the depth
distortion has little impact on the view synthesis quality.
This situation could happen in textureless regions in 3D
video, which is an extreme case. However, this category
of solutions has many uncertainties that will correlate
with the coding techniques, video contents and rendering
process.

In this paper, two techniques based on solution 2) are used
to improve the depth coding performance. The first one is the
histogram projection based lossless depth coding using large
k, which was presented in Section III.A. The second one is
the depth coding with lossless view synthesis quality, which
further enlarges the values of k by exploiting view synthesis
redundancies. It will be presented in Section IV.

IV. DHP PLUS ADD MODEL DEPTH CODING FOR

LOSSLESS VIEW SYNTHESIS QUALITY

Since the depth map is used for virtual view rendering,
the ultimate goal of depth coding is to minimize the depth

Fig. 7. Piecewise relation between depth value and rendering position.

bit rate while maintaining the same view synthesis quality.
There exist depth redundancies in view synthesis that can
be considered to improve depth coding efficiency. As shown
in Fig.7, when the red pixel in the left view is rendered to the
right virtual view, the depth map pixel corresponding to the
red pixel provides the depth information. If it is distorted via
depth coding or processing, other pixels will be mapped to the
red pixel in the virtual view image, which causes geometrical
distortion. Fortunately, when the depth value varies from z p

to zq , the 3D point varies from P to Q in the world coordinate
system. These points will be projected to the same red pixel
in the right view, i.e., the view synthesis quality will not
be affected. Mapping 256 levels of depth values to a small
number of rendering positions in [Dmin , Dmax ] may result in a
many-to-one mapping function [43], [44]. Due to the mismatch
between the depth value and the rendering offset/position,
as shown in Fig.1 and Fig.7, there are redundancies in view
synthesis, so called ADD, which will be exploited for depth
coding.

In DIBR, the virtual view image pixel p2 = [a, b, c]T

can be rendered from its neighboring reference image pixel
p1 = [x, y, 1]T as [2]

p2 = z1A1R2R−1
1 A−1

1 p1−A2R2R−1
1 t1+A2t2, (30)

where z1 is the depth for p1, and A1 and A2 are two 3 × 3
matrices of camera intrinsic parameters for the virtual camera
and real camera, respectively. R1 and R2 are the rotation
matrices, t1 = [t10, t11, t12]T and t2 = [t20, t21, t22]T are the
translation vectors. Suppose the real and virtual cameras are
well calibrated, i.e.,

A1 = A2 =
⎛
⎝ fx λ u0

0 fy v0
0 0 1

⎞
⎠ ,

R1 = R2, fx and fy are focal lengths in horizontal and vertical
directions, u0 and v0 are principal point offsets, λ is an axis
skew. The location (U , V ) of p2 in the virtual view, which is
called rendering position, can be expressed as⎧⎪⎪⎨
⎪⎪⎩

U = R

(
x − z1x + fx (t20−t10)+λ (t21−t11)+u0 (t22−t12)

z1 + t22 − t12

)

V = R

(
y − z1 y + fy (t21 − t11) + v0 (t22 − t12)

z1 + (t22 − t12)

)
,

(31)
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Fig. 8. Example of ADD based DHP.

where R (x) =
⌊

x2m+2m−1
⌋

2m , m is the rendering precision, e.g.,
0 for integer, 1 for half-pixel and 2 for quarter-pixel precision.
If the cameras are parallel and well calibrated, t12 = t22,
t21 = t11 and λ = 0. Then, Eq.(31) is rewritten as⎧⎨

⎩
U = R

(
fx dx

z1

)

V = 0,

(32)

where dx = t20 − t10 is the baseline in the horizontal direction.
Based on the depth quantization from depth z1 to depth value
v using Eq.(3), we can get a relation between the depth value
v and the rendering horizontal position U from Eq.(32) as

U = R (dx fx (C1v + C2)) , (33)

where C1 = 1
2n

(
1

znear
− 1

z f ar

)
and C2 = 1

z f ar
. Due to the

rounding operation R(), when there is a small change in
the depth value v,i.e., v + 
v and 
v ∈ [−
v−,
v+],
the rendering position U may not change. So, a 
v ∈
[−
v−,
v+] that does not change position U is the ADD
in view synthesis, which leads to no-synthesis-error [42]. The
range WDI = 
v− + 
v+ can be expressed as [44]

WDI =
⌊

1

2m L fx C1
− ζ

⌋
+ 1, (34)

where L is the interval distance between the reference and syn-
thesized views, and ζ is a small positive constant. So, the depth
value v and its neighbors v + 
v, 
v ∈ [−
v−,
v+]
will map to the same rendering position. Meanwhile, if the
depth distortion added to v is within the range [−
v−,
v+],
the distortion will not affect the quality of synthesized videos,
which can be exploited to further improve the coding effi-
ciency of the DHP based depth coding.

Fig.8 shows an example of ADD based DHP. Based on
the ADD model, the histogram bins are merged when their
distances are within WDI and the depth histogram becomes
sparser for projection. The ADD model is mathematically
lossy in depth, as we can observe that the final histogram
is different from the original one. However, it is lossless in
terms of view synthesis quality since the synthesized images
rendered from the two depth maps are identical. Figs. 9 to 11
show the processed depth maps and their histograms for Poz-
nanCarpark, Balloons and Newspapers. In addition, the Root

TABLE I

THE CODING SYNTAX OF COEFFICIENTS IN MS

Mean Squared Error (RMSE) is calculated with respect to
the ground truth. Comparing (b) with (d) and (f) with (h),
we observe that the bins gather to the left part of the histogram,
which becomes denser. Meanwhile, after processing by the
ADD model, the number of bins is further reduced in the
histogram when comparing (d) and (h). Note that (c) and
(g) can be recovered as (a) and (e) respectively, via inverse
DHP. The depth maps processed by ADD cannot be recovered
to (a), which is a lossy process. However, the quality of
synthesized videos from (e) will be the same as those rendered
from (a).

V. LOSSLESS COEFFICIENTS ENCODING

AND THE SCALING FACTOR ANALYSIS

In Section V.A, we present the syntax design for encoding
the coefficients in MS and in Section V.B, we analyze the
scaling factor and its impacts on the coding performances in
terms of different GOP lengths.

A. Encoding Syntax of Coefficients in M S

In HEVC, the video bit stream consists of a number of
bits for parameter sets, which indicates the sequence and
coding information, and coding bits for Intra or Inter frames.
The parameter sets include the Video Parameter Set (VPS),
Sequences Parameter Set (SPS), Picture Parameter Set (PPS)
and Supplement Enhancement Information (SEI) [3]. The
coefficients in MS are added to the SPS in Intra frames in a
GOP and encoded with CABAC, which includes 1 flag bit indi-
cating whether we use DHP or not, 8 bits indicating the start
value sinit , and a number of bits for the number of non-empty
and empty bins in the j th GOP, nbins( j) × (8 + 8), as shown
in Table I. Each GOP corresponds to one row of the array MS,
i.e., MS[i ]. Here, 8 bits are used to represent the number of
empty/non-empty bins. These numbers could be smaller than
28 for fewer bits while the number of empty/non-empty bins
is much smaller based on the statistics. Therefore, the total
number of bits is

∑NGO P
j=1 [1 + 8 + nbins ( j) × (8 + 8)], where

NGOP and nbins( j) are the numbers of GOPs and bins in the
histogram of j th GOP, respectively.

Fig.12 depicts the relationship between the coding bit rate
of coefficients MS and the GOP length, where the y-axis is
the bit rate and x-axis is the GOP length in logarithmic scale.
We can observe that the bit rate of coefficients MS is less
than 1.6 kbps for all test sequences, which is relatively small.
In addition, the bit rate decreases significantly as the GOP
length increases, because fewer GOPs and coefficients were
generated.
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Fig. 9. Histograms of the processed depth maps in PoznanCarpark. (a) original depth, RMSE = 0, (b) histogram of (a), (c) depth map with histogram
projection, RMSE = 10.61, (d) histogram of (c), (e) depth map with ADD, RMSE = 1.49, (f) histogram of (e), (g) depth map with ADD and histogram
projection, RMSE = 61.05, (h) histogram of (g).

Fig. 10. Histograms of the processed depth maps in Balloons, (a) original depth, RMSE = 0, (b) histogram of (a), (c) depth map with histogram projection,
RMSE = 107.96 (d) histogram of (c), (e) depth map with ADD, RMSE = 6.25, (f) histogram of (e), (g) depth map with ADD and histogram projection,
RMSE = 113.8, (h) histogram of (g).

Fig. 11. Histograms of the processed depth maps in Newspapers, (a) original depth, RMSE = 0, (b) histogram of (a), (c) depth map with histogram projection,
RMSE = 58.66, (d) histogram of (c), (e) depth map with ADD, RMSE = 9.19, (f) histogram of (e), (g) depth map with ADD and histogram projection,
RMSE = 66.67, (h) histogram of (g).

B. Relation Between Scaling Factor k and GOP Length

From the above analysis, it is found that when the scaling
factor k increases, the depth bit rate RN will decrease for
lossless coding, i.e., the coding gain increases. Factor k is

actually determined by three key factors: (1) the depth map
histogram which depends on the content and its generation
method, (2) the ADD in view synthesis which correlates with
the cameras, rendering position and rendering accuracy and
(3) the number of depth frames and views in the histogram

Authorized licensed use limited to: University Town Library of Shenzhen. Downloaded on December 28,2020 at 14:20:00 UTC from IEEE Xplore.  Restrictions apply. 



412 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 30, 2021

Fig. 12. Relationship between coding bits of coefficient in MS and GOP
length.

Fig. 13. Relationship between k and GOP length.

projection, i.e., the GOP length. To improve inter and inter-
view prediction in Inter coding, multiple depth frames of
different time and views in a GOP are input to do DHP
simultaneously and the coefficient array MS is calculated. For
the all Intra coding settings, the array MS will be either GOP
or frame based. In fact, the GOP size can be smaller than 1,
which means the histogram is calculated for part of the depth
map. For example, a GOP size of 1/2 means the histogram
calculation unit is half the depth map. In this paper, we mainly
consider the case where the GOP length is not smaller
than 1.

Statistical experiments were performed to test the relation-
ship between the scaling factor k, bit cost of the coefficients
in MS and different GOP lengths of DHP. Fig.13 depicts the
relationship between k and the GOP length for different test
sequences. We can observe that k varies from 1 to 17 and
depends on the sequences. For most of the sequences, k is
almost the same as the GOP length increases. We conclude
that k is generally dependent on the properties of the depth
content and has less impact on the GOP size. If the GOP size
decreases, k may increase since the number of bins will likely
be reduced as the number of pixels in the histogram calculation
unit decreases.

VI. EXPERIMENTAL RESULTS AND ANALYSIS

To assess the coding efficiency of the proposed methods,
experiments were performed in three phases. First, the coding
performance with the depth histogram projection was vali-
dated. Second, the coding performance with ADD plus DHP
was tested. Two coding experiments were conducted on the
latest multiview and 3D video coding reference model, which
is the test model version 16.3 (HTM-16.3) [5], [48] configured
with MV-HEVC and 3D-HEVC. Both Intra and Inter frame
coding were tested. Third, in addition to MV-HEVC and 3D-
HEVC, we also encoded the original and processed depth
maps with other lossless coding standards for static images,
including JPEG2000 and HEVC Intra coding, to test the
coding efficiency of the proposed methods. Three benchmark
schemes, including NDR [18] and the scheme in [44] for
preprocessing, Intra depth wedge plus intra contour scheme
[4] (denoted as DWC) for coding optimization, were imple-
mented and compared on different reference platforms. Ten
standard 3D sequences Bookarrival, Alt-Moabit, Lovebird1,
Kendo, Balloons, Newspapers, PoznanCapark, PoznanHall2,
PoznanStreet and Undodancers, were used in the coding exper-
iments. These sequences have various contents, texture, cam-
era settings and properties. 96 frames per view were encoded.
Details of the 3D video sequences are given in Table II. The
two views of depth maps were encoded in the lossless sce-
nario without quality degradation, where the two parameters
TransquantBypassEnableFlag and CUTransquantBypassFlag-
Force were fixed as 1 in the two-view coding configuration.
IBBBP coding structure was used in 3D and MV-HEVC.
The encoded views and synthesized views are shown in the
rightmost two columns in Table II. In addition, the coefficients
MS of DHP were also encoded in lossless mode. A workstation
running an Intel Core i7-6950X CPU, with a 64GB memory,
Windows 10 Enterprise 64-bit operating system, was used as
the computing platform in the experiments.

A. Coding Performance on MV-HEVC and
3D-HEVC With DHP

The performance of DHP-based depth coding is evaluated
first. Since a two-view coding configuration is adopted in MV-
HEVC, the two views of depth information are processed
together by DHP to share the histogram. Two views of depth
information are encoded by MV-HEVC jointly with inter-view
prediction. Because this work focuses on depth coding, the bit
rate of texture/color information is not recorded. Only depth
bit rate is counted and compared to evaluate the depth coding
efficiency. As for the lossless depth coding, the reconstructed
depth map quality is identical to the original one. The depth
bit rate saving ratio (P�) is used to indicate the coding gain
of the proposed depth coding and benchmark algorithms. P�

is calculated as

P� = ROrg − R� − ηRO

ROrg
× 100%, (35)

where ROrg is the depth bit rate with the original depth coding
scheme using 3D-HEVC, MV-HEVC, HEVC, or JPEG2000,
R� is the depth bit rate with the proposed algorithm or
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TABLE II

PARAMETERS AND SETTINGS FOR 3D VIDEO SEQUENCES

TABLE III

COMPARISON OF CODING PERFORMANCE BETWEEN MV-HEVC AND THE
PROPOSED MV-HEVC WITH DHP FOR GOP LENGTH 8

benchmark schemes when they are applied on 3D-HEVC,
MV-HEVC, HEVC, or JPEG2000 platforms, � ∈{NDR [18],
DWC [4], scheme in [44], Proposed DHP, Proposed ADD +
DHP}, RO is the overhead bit rate for coding the coefficient
array MS, η is 1 for the proposed DHP or ADD + DHP
and 0 for the benchmark schemes. Meanwhile, the ratio of
overhead bits (O) of the proposed algorithm is

O = RO

R� + RO
× 100%, (36)

where � ∈ {Proposed DHP, Proposed ADD + DHP}.
Tables III to V compare the depth bit rate of MV-HEVC,

NDR [18] with MV-HEVC and that of MV-HEVC with the
proposed DHP for GOP lengths varying from 8 to 32. In NDR
with MV-HEVC, the depth maps were projected with NDR
and then encoded with lossless MV-HEVC. Note that NDR
is a lossy and non-reversible projection for the depth maps,
which causes depth distortion, as shown in the PSNR column.
Since the NDR was applied to pre-process all frames in one
sequence, their depth quality degradations are irrelevant and
independent of the GOP length settings. The depth rate ROrg
in the second column is the total depth bit rate of two views.
We can observe that compared with the MV-HEVC, the NDR
can achieve bit rate savings from 1.87% to 26.08% and 12.54%
on average for GOP length 8. However, although the coding is
lossless, the depth quality degrades from 43.79dB to 47.06 dB
while using the NDR projection. Similarly, it achieves 12.16%

TABLE IV

COMPARISON OF CODING PERFORMANCE BETWEEN MV-HEVC AND THE
PROPOSED MV-HEVC WITH DHP FOR GOP LENGTH 16

TABLE V

COMPARISON OF CODING PERFORMANCE BETWEEN MV-HEVC AND THE

PROPOSED MV-HEVC WITH DHP FOR GOP LENGTH 32

and 11.92% bit rate saving on average when GOP lengths
are 16 and 32.

Moreover, three observations can be made for the proposed
DHP: 1) The proposed DHP based depth coding can save
bit rate from −0.79% to 51.47%, and 20.66% on average
compared with the original depth coded by MV-HEVC when
the GOP length is 8. Similarly, it achieves 20.20%, and 19.52%
on average bit rate saving when GOP lengths are 16 and 32,
which is slightly smaller than that of GOP length 8. It is
because k will slightly decrease as the GOP length increases.
Compared with the NDR, the proposed DHP can achieve more
bit rate savings while maintaining lossless depth quality. 2) For
some sequences such as Balloons, Alt-Moabit, Newspapers,
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TABLE VI

DEPTH BIT RATE SAVING BETWEEN THE PROPOSED DHP AND THE BENCHMARKS ON 3D-HEVC

and Kendo, the bit rate saving ratios varied from 30.88%
to 51.47%, which is significant. This is because these depth
sequences are generated from stereo-matching and have very
sparse histograms which leads to a larger k. For PoznanCar-
park, UndoDancer and PoznanStreet sequences, their gains
are less than 1%. This is because these depth sequences are
generated with computer graphics or stereo-matching with
complicated post-processing. They have dense or continuous
histograms. Their ks approach 1 and the room for depth bit rate
saving by using DHP is very limited. 3) The overhead bit ratios
over different settings are 0.0042%, 0.0032% and 0.0025% on
average, respectively, which are negligible. In addition, fewer
overhead bits are required for the larger GOP size, because
more frames share the projection coefficients.

In addition to the depth coding experiments on the
MV-HEVC, comparative studies on 3D-HEVC were also per-
formed under two-view plus depth configuration. Besides the
depth maps, the associated color videos were also encoded
in lossless. The parameters TransquantBypassEnableFlag and
CUTransquantBypassFlagForce were set as 1 for the lossless
scenario. Depth coding tools in 3D-HEVC, such as VSO
among color and depth channels, IntraWedgeFlag and Intra-
ContourFlag, were disabled and it was regarded as the anchor
3D-HEVC. Meanwhile, the proposed DHP and two benchmark
schemes, i.e., NDR [18] and DWC [4], were implemented on
the anchor 3D-HEVC and compared. In NDR, the depth maps
were pre-processed with NDR and then encoded with lossless
3D-HEVC. In the DWC scheme, both IntraWedgeFlag and
IntraContourFlag were enabled. Two views and 96 frames
per view were encoded with GOP size 8 and the remaining
settings were the default ones. Note that the GOP length for
DHP in this experiment is 96, which reduces the bit rate of
coefficient array MS.

Table VI shows depth coding performance compar-
isons between the proposed DHP and the benchmarks on
3D-HEVC, where the associated color videos were encoded
with the anchor 3D-HEVC and unchanged among different
depth coding schemes. We can observe that the NDR can
achieve bit rate savings from 0.31% to 25.52%, and 11.46%
on average, which is similar to those achieved in MV-HEVC.
Similarly, the depth quality degradations from 43.79dB to

47.06 dB are caused by the non-linear and non-reversible
NDR. For the DWC, it achieves bit rate savings from 5.53% to
21.00%, and 10.43% on average as compared with the anchor
3D-HEVC in lossless depth coding.

The proposed DHP achieves depth bit rate saving from
0.02% to 44.70% and 14.30% on average as compared with
the anchor 3D-HEVC, which outperforms the NDR and DWC
schemes. Meanwhile, the number of overhead bits is neg-
ligible. Note that the coding gain achieved by DHP over
3D-HEVC is smaller. There are two main reasons for this:
1) the depth coding tools in 3D-HEVC already exploit some
depth redundancies and reduce the original depth rate ROrg.
2). The GOP length for DHP is 96, which leads to smaller k
and less representation redundancy is exploited.

B. Coding Performance on MV-HEVC With ADD Plus DHP

The coding performance on MV-HEVC with ADD plus
DHP was also evaluated and compared with the original
lossless MV-HEVC. In rendering the virtual view image
while using the reconstructed depth maps, View Synthe-
sis Reference Software (VSRS) was used with 1DFast
mode, HoleFillingMode = 1, RenderDirection = 0, and
BlendMode = 0, which are default settings. For view synthesis,
the middle view was synthesized from the left and right
views, as shown in Table II. Three rendering precisions were
tested in VSRS when synthesizes the virtual views, where
ShiftPrecision is 0, 1 and 2 representing integer pixel, 1/2 pixel
and 1/4 pixel precisions, respectively.

Table VII shows the bit rate saving for MV-HEVC with
ADD plus DHP and the benchmark scheme [44] under dif-
ferent rendering precisions. In the coding results, it has been
validated that the synthesized images rendered using the coded
depth are identical to those rendered with the original depth
information, i.e., lossless view synthesis quality. We observe
from Table VII that the scheme in [44] is able to achieve
average bit rate savings of 27.15%, 8.98% and 4.70% when
compared with the original depth map with the rendering
precision of integer, half and quarter pixel, respectively. For the
Undodancer sequence, a significant coding gain is achieved
due to a large ADD. In addition, the proposed algorithm
achieves average bit rate savings of 46.69%, 34.12%, and
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TABLE VII

DEPTH BIT RATE SAVING ON MV-HEVC WITH ADD PLUS DHP UNDER DIFFERENT RENDERING PRECISIONS (GOP LENGTH IS 8). [UNIT:%]

TABLE VIII

DEPTH BIT RATE SAVING (PDHP AND PDHP+ADD) ON JPEG2000 WITH
THE PROPOSED DHP AND ADD PLUS DHP. [UNIT:%]

28.68%, which significantly outperforms the scheme in [44].
As the rendering precision increases from integer to quarter
pixel, the bit rate saving P decreases. This is because as the
rendering precision becomes more accurate, the ADD interval
becomes smaller, and the processed depth map approaches
the original one. Overall, the coding gain becomes higher
when combining DHP with ADD. In addition, the average
overhead bit ratio is about 0.0050%, which is negligible.
Although the depth maps have been distorted due to the ADD
based projection, the synthesized videos are distortion free
as compared with the videos synthesized from the original
multiview depth and color videos.

C. Coding Performance of JPEG2000 and HEVC Intra
Coding With DHP and ADD Plus DHP

In addition to the MV-HEVC and 3D-HEVC coding exper-
iments, we also tested the depth processing algorithm with the
commonly used static image coding standard JPEG2000 [37]
and HEVC All Intra (AI) coding, which were set in lossless
coding mode.

Table VIII shows the bit rate saving for JPEG2000 with
DHP and ADD plus DHP. We can observe that when the
depth maps are processed with DHP and coded by JPEG2000,
the coding efficiency improves about 35.97%, 35.53% and
34.41% on average for GOP lengths 8, 16 and 32, respectively,

TABLE IX

DEPTH BIT RATE SAVING (PDHP AND PDHP+ADD) ON HEVC AI CODING
WITH THE PROPOSED DHP AND ADD PLUS DHP. [UNIT:%]

as compared with the original depth map coded with lossless
JPEG2000. The coding gains are similar and insensitive to
GOP length. When the depth map is processed with ADD plus
DHP, the bit rate savings are 63.87%, 49.51% and 40.95% on
average for integer, half and quarter-pixel rendering precisions,
which are higher compared with the savings with DHP only.
Table IX shows the depth bit rate saving on lossless HEVC All
Intra (AI) coding with DHP and ADD plus DHP. The proposed
DHP based lossless HEVC encoder achieves 22.65%, 22.35%
and 21.60% bit rate saving on average, respectively, when
compared with the original HEVC encoder. In addition, when
the depth is processed with ADD plus DHP, the bit rate
saving achieves 53.71%, 35.58% and 27.99% on average
respectively for different rendering precisions. The bit rate
saving is larger for JPEG2000 than for HEVC AI coding.
In summary, the coding performance is significantly improved
for image lossless coding and HEVC AI coding. In addition,
the proposed DHP and ADD are independent and can be
individually or jointly applied to different image/video coding
standards, such as HEVC and JPEG2000, to improve their
lossless coding performances.

VII. CONCLUSION

We propose efficient lossless 3D depth coding algorithms
based on Depth Histogram Projection (DHP) and Allowable
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Depth Distortion (ADD) in view synthesis. Firstly, we pre-
sented the problem of the current depth map and proposed
DHP for depth coding. We theoretically analyzed the cost and
gain of DHP based depth coding, and proved that significant
coding gain can be expected. Secondly, since the depth map
is used for rendering the virtual view, not every distortion in
the depth maps will affect the quality of the rendered images,
which is regarded as ADD in view synthesis. Based on this
ADD model and DHP, we proposed depth coding with lossless
view synthesis quality to further improve the depth coding
efficiency. The experimental results showed that the proposed
algorithm achieves significant coding gain in lossless depth
coding when compared with the three state-of-the-art coding
standards, 3D/MV-HEVC, HEVC and JPEG2000.
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